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M O R P H O L O G I C A L  V A R I A T I O N  I N  B A N G L A :
E X P L O R I N G  P A T T E R N S  O F  G E N D E R - B A S E D

V A R I A T I O N  I N  C H I L D  D I R E C T E D  S P E E C H

This study investigates morphological variation in child-directed speech (CDS) of native

Bangla-speaking families from Bangladesh. The paper analyses style-shift between standard

and non-standard Bangla with a focus on present-tense verb forms: e.g. korchi do.1SG.PRES

(standard) vs kortesi do.1SG.PRES (non-standard). From informal observation, we noticed a

tendency for parents to shift to standard verb forms when addressing young children in their

care, particularly with girls. Our study therefore aimed (1) to gather quantitative data on the

variable use of standard verb forms in Bangla CDS; and (2) to investigate both quantitatively

and qualitatively language attitudes of potential relevance for patterns of style shift.   

We base our primary analysis of verb forms on a corpus of YouTube videos, for which a total of

five families with children (age ranging from a few months to twelve years old) were chosen.

‘Parentese’ (i.e. speech directed at children) and inter-adult speech were both analysed with

special emphasis on the social context (pragmatic frames) of each utterance. Additionally,

focus-group discussion and an online survey were used to gather data on adult speakers'

attitudes to standard vs non-standard Bangla. The aim of this was to gain a better

understanding of the motivation behind interlocuters’ choosing to style shift or not. In

accordance with our predictions, style shifting was found to occur variably in CDS depending

on the age and gender of the addressee as well as the gender of the addresser. The results also

suggest that language attitudes for standard vs non-standard varieties of the language play a

significant role in style choices adopted by the parents. Thus, a complex interplay between

language attitudes, socio-pragmatic context and sociolinguistic variables underlie style-

shifting tendencies in Bangla CDS.   

Keywords: Style-shift; Language regard; Child-directed speech; Mixed methodology; Gender. 
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G O L D  D O E S N ’ T  A L W A Y S  G L I T T E R :
S P E C T R A L  R E M O V A L  O F  L I N E A R

A N D  N O N L I N E A R  G U A R D E D
A T T R I B U T E  I N F O R M A T I O N

Language models are successful in modelling various applications. However, the

decision-making by language models is often affected by undesirable biases encoded

in the real-world training data. The current research on the debiasing method shows

strengths in mitigating gender biases but hardly removes other demographic biases

and is criticised for hurting the language model's performance. We describe a simple

and effective method (Spectral Attribute removaL; SAL) to remove private or guarded

information from neural representations that can be applied to any kind of bias. We

use matrix decomposition to project the input representations into directions with

reduced covariance with the guarded information rather than maximal covariance.

We begin with linear information removal and proceed to generalize our algorithm to

the case of nonlinear information removal using kernels. SAL outperforms the recent

method of Ravfogel et al. (2020) aimed at solving the same problem, and is able to

remove guarded information much faster while retaining better performance for the

main task with only 3 lines of code. We demonstrate that our algorithm retains better

main task performance after removing the guarded information compared to

previous work. We also demonstrate that we need a relatively small amount of

guarded attribute data to do so, which lowers the exposure to sensitive data and is

more suitable for low-resource scenarios. 

Keywords: Guarded Attribute Removal, Deep Learning, Debiasing, Fair

Classification. 
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T H E  R E P R E S E N T A T I O N  O F  R A S I M
F R O M  U K R A I N E  I N  N E W S

C O V E R A G E :  A  C O R P U S - B A S E D
C R I T I C A L  D I S C O U R S E  A N A L Y S I S

This paper examined the representation of Ukrainian refugees, asylum seekers,

immigrants and migrants (RASIM) in New York Times, The Guardian, and RT between

24th February 2022 and 31st May 2022, the 2022 Russia-Ukraine war. A combination of

corpus-based approach and critical discourse analysis (CDA) was adopted.

Specifically, LancsBox was selected as the corpus analyzing software to produce the

content collocates relating to RASIM, which were grouped into categories based on

the examination of concordance lines and fine-tuned according to topoi/topics. The

discourse-historical approach (DHA) was chosen as the analytical framework for CDA,

focusing on the discursive strategies employed in the RASIM-related news discourse.

The results revealed both negative (e.g., water metaphors, the illegality of refugees)

and positive (e.g., help from host countries) presentation of RASIM and collocates (e.g.,

trauma, desperate) evoking compassion for refugees. Overall, The Guardian and RT

indicated a more positive attitude towards RASIM than NYT. NYT and The Guardian

represented the stance of NATO, expressing anti-Russia ideology through

constructing the Ukrainian RASIM as victims of Putin’s offensive invasion. Such

ideology, however, was not evidenced in RT, where Russia was presented as the

victims of the western oppression in some cases. 

Keywords: Corpus-based critical discourse analysis; Refugees; Asylum; News;

Ukraine. 
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T H E  F U N C T I O N  O F  T H E  
M A R K E R  D A H  I N

 B A H A S A  M E L A Y U  P A K N I N G  

This study explores whether marker dah in Bahasa Melayu Pakning is similar in

meaning to English perfect, perfective aspect, and adverbial already. The main focus

of the study is the semantic factors and syntactic distribution of the marker, which are

based on direct elicitation data obtained while working with a language consultant

who is a native speaker of the language. Markers similar to dah are found in East and

Mainland Southeast Asian and Austronesian languages, and their semantics have

been widely discussed in a variety of studies. 

The two main suggestions on how to analyze these markers are to treat them as

adverbial already, or to introduce a new grammatical category which combines both

properties of perfect aspect and adverbial already - iamitive. Another suggestion is

that the semantics of these markers is determined by their syntactic distribution. The

results of the study suggest that dah combines semantic characteristics similar to

perfect and perfective aspect, and adverbial already. Preverbal dah may be analyzed

as perfect or perfectly, yet it does not exclude analysis of adverbial already. Postverbal

and sentence/clause final dah may be analyzed as already, however they exhibit an

intriguing pattern which suggests that they might have different semantics based on

their syntactic distribution.   

Keywords: Grammatical category; Aspect; Adverbial already; Bahasa Melayu

Pakning. 
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I N T E G R A T I N G  P A R A P H R A S I N G
I N T O  T H E  F R A N K  Q U E R Y

A N S W E R I N G  S Y S T E M  

We present a study into the ability of paraphrase generation to increase the variety of

natural language queries that the FRANK Query Answering system can answer.

FRANK decomposes natural language queries into subgoals, which are executed over

knowledge bases such as Wikidata. Results from these knowledge base queries are

then combined into an answer according to the intent of the user’s query. Rather

than simple factoid retrieval, FRANK specialises in synthesising new knowledge using

statistical reasoning. For example, take the query ‘What will the population of France

be in 2029?’. As this data does not exist, FRANK will look up past population data and

perform regression over it in order to predict an answer. However, FRANK’s parser is

template-based, and limited in the number of question forms that it can be asked. In

order to increase its coverage, we tested if paraphrase generation methods could

reformulate unparsable queries into parsable ones. We chose an English-French

backtranslation model to generate paraphrases, which we test using a small

challenge dataset. We concluded that this method is not useful for improving the

variety of natural language queries that FRANK can answer. Based on our

observations, we recommend future work in the following directions: (1) allowing the

ability to specify a form to paraphrase an input into; (2) constrained paraphrasing by

masking specified terms to avoid loss of information about query intent; and (3) the

need for an automatic evaluation metric which captures semantic similarity,

promotes syntactic variation, and rewards preservation of query intent. 

Keywords: Question Answering, Paraphrasing, Backtranslation. 
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I C O N I C I T Y  I N  W O R D  L E A R N I N G :
I M P L I C A T I O N S  F O R

G E N E R A L I Z A T I O N  W I T H I N  T H E
M E A N I N G  S P A C E  

Iconicity has been documented to influence lexical learning (Ortega, 2017), but this

research focuses on form production or mapping to meanings. This study

consequently investigates how iconicity influences the meaning assumptions made in

word learning and the resulting generalizations accepted by learners through an

artificial sign language learning experiment. 

Participants are trained on a small set of either iconic or arbitrary gesture-image pairs,

and then tested on a broader range of candidate meanings. No significant difference

was recorded in the average number of meanings selected based on iconicity, but

there was a significant interaction between iconicity and meaning type. In the iconic

condition, participants were significantly more likely to select meanings that were

dissimilar apart from one shared iconic feature. In the arbitrary condition, participants

were significantly more likely to select meanings that shared all features apart from

one (which in the iconic condition would have been the iconic feature). 

These results may demonstrate the broader ability of iconicity to unite disparate

meanings, but further research is required that offers a gradient of candidate

meanings within each relationship to the trained stimuli. 

Keywords: Iconicity; Word learning; Meaning extension; Abstraction. 
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