
1. Introduction
In scientific investigations, the ultimate goal is usually to answer some specific, high-level questions. These 
can be general (what does the subsurface look like?) but are often more specific: How large is structure X? 
How likely is it that this volcano will erupt within 5 days? Would another experiment be productive? Answers 
to the latter questions are all one or zero-dimensional, yet in geophysical investigations of the Earth's subsur-
face they are often answered by interpreting high-dimensional imaging or inversion results. This often produces 
biased answers, first because human interpretation is a subjective process (C. E. Bond et al., 2007; Polson & 
Curtis, 2010), and second because uncertainties in the results are often not evaluated and seldom fully interpreted. 
In this work, we show that such high-level questions can be answered systematically using interrogation theory 
(Arnold & Curtis, 2018), which combines inverse, decision, elicitation theory and experimental design theory 
to optimize scientific investigations, with the overall goal to obtain the most informative answers to specific 
scientific inquiries.

To answer such questions accurately we need to acquire information about the Earth's interior structures. This 
can be obtained from data recorded either on or beneath the Earth's surface, or in the oceans, atmosphere or 
near-Earth orbits. Properties of interest are usually described by parameters that cannot be observed directly, 
and are inferred by solving an inverse (inference) problem. In practice, inverse problem solutions are always 
non-unique, meaning that an infinite number of subsurface models are possible, so it is crucial to estimate the 

Abstract Geoscientists use observed data to estimate properties of the Earth's interior. This often requires 
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expressive variational families so that the posterior distribution can be represented accurately. We introduce 
boosting variational inference (BVI) as a computationally efficient means to construct a flexible approximating 
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components due to their fully parametric nature and the ease with which they can be optimized. We apply 
BVI to seismic travel time tomography and full waveform inversion, comparing its performance with other 
methods of solution. The results demonstrate that BVI achieves reasonable efficiency and accuracy while 
enabling the construction of a fully analytic expression for the posterior distribution. Samples that represent 
major components of uncertainty in the solution can be obtained analytically from each mixture component. We 
demonstrate that these samples can be used to solve an interrogation problem: to assess the size of a subsurface 
target structure. To the best of our knowledge, this is the first method in geophysics that provides both analytic 
and reasonably accurate probabilistic solutions to fully non-linear, high-dimensional Bayesian full waveform 
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Plain Language Summary This paper introduces an efficient method to find possible images of 
the Earth's interior structures and estimate the uncertainties of these images using seismic data observed at the 
near surface. The method represents the imaging results with a flexible expression. We demonstrate the method 
by imaging the subsurface using two different types of seismic data, and by comparing the imaging results with 
other methods that have been introduced previously. We further show that the obtained imaging results can be 
used to estimate the size of a subsurface structure of interest with minimum bias.
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range of possible properties that are consistent with observations if solutions are to be interpreted in a reliable 
manner (Tarantola, 2005). Thereafter, the associated interrogation problems can be solved with minimal bias 
(Arnold & Curtis, 2018; Ely et al., 2018; X. Zhang & Curtis, 2022; X. Zhao et al., 2022; Siahkoohi et al., 2022).

A suite of methods collectively referred to as Bayesian inversion or Bayesian inference allow statistics of the full 
uncertainty structure of the inverse problem solution to be estimated. These methods employ Bayes' rule to update 
prior (initial) knowledge about the parameter values that is described probabilistically, using new information 
provided by the observed data. The result of the inversion is represented by the posterior probability distribution 
(or density) function (pdf): in principle this provides a complete solution which describes all parameter values 
that are consistent with the data, and quantifies their relative probabilities.

Bayesian inference often uses global search methods such as random sampling to characterize the family of 
values in parameter space that yield acceptable data fits (Rothman, 1986; Sambridge, 1999; Sen & Stoffa, 2013; 
Stoffa & Sen, 1991). Various Monte Carlo methods (Anderssen & Seneta, 1971; Bodin & Sambridge, 2009; 
Fichtner & Simutė,  2018; Gallagher et  al.,  2009; Izzatullah et  al.,  2020; Käufl et  al.,  2016; Khoshkholgh 
et al., 2021; Mosegaard & Tarantola, 1995; Press, 1968) have been studied extensively for different geophysical 
inversion problems. However, such methods still have notable issues that can become problematic in practical 
problems: (a) slow convergence, sometimes converging only in infinite time (Andrieu & Thoms, 2008; Atchadé 
& Rosenthal, 2005), and detecting convergence of a McMC run is not straightforward (Gelman & Rubin, 1992); 
(b) poor scalability to problems with many parameters due to the curse of dimensionality (Curtis & Lomax, 2001; 
Scales, 1996); and (c) parallelizing some methods at the sample level is not possible (Neiswanger et al., 2013).

A different approach to finding Bayesian solutions is referred to as variational inference. In variational meth-
ods, a family of simple probability distributions is defined (often referred to as the variational family), and an 
optimal member of this family is sought which best approximates the true (unknown) posterior pdf. In this way, 
variational inference assumes a predefined (known) complexity of the posterior pdf, and hence the search space 
becomes more limited and clearly defined compared to Monte Carlo methods which often assume fully unknown 
posterior structures. The optimal solution can be found by minimizing the difference (or mathematically speak-
ing, the distance) between the posterior and variational distributions, and the Kullback-Leibler (KL) divergence 
(Kullback & Leibler, 1951) is typically used for measuring this distance between two distributions. Thus, varia-
tional methods solve Bayesian problems using potentially efficient and parallelizable optimisation processes and 
offer well understood convergence criteria (Blei et al., 2017; C. Zhang et al., 2018).

In recent years, sophisticated variational algorithms have been proposed due to advances in computational 
power and the development of modern deep learning frameworks such as TensorFlow (Abadi et al., 2016) and 
PyTorch (Paszke et  al.,  2019), which enable tractable construction and learning of large scale probabilistic 
models. These methods either deterministically generate a set of posterior samples (Gallego & Insua,  2018; 
Liu & Wang, 2016) or directly model a parametric probability distribution to approximate the true posterior 
pdf (Kingma & Welling, 2014; Kingma et al., 2016; Kucukelbir et al., 2017; Rezende & Mohamed, 2015). In 
geophysics, bespoke variational inference methods were developed for rock physical interpretation and inversion 
of seismic data by Nawaz and Curtis (2018), Nawaz and Curtis (2019), and Nawaz et al. (2020). Since then vari-
ational methods have been applied to a variety of problems including travel time tomography (Levy, Laloy, & 
Linde, 2022; X. Zhang & Curtis, 2020a; X. Zhao et al., 2021), seismic denoising (Siahkoohi et al., 2021, 2023), 
seismic amplitude inversion (Zidan et al., 2022), earthquake hypocenter inversion (Smith et al., 2022), slip distri-
bution inversion (Sun et al., 2023), full waveform inversion in 2D (Urozayev et al., 2022; W. Wang et al., 2023; X. 
Zhang & Curtis, 2020b) and in 3D (Lomas et al., 2023; X. Zhang et al., 2023), and survey or experimental design 
(Strutz & Curtis, 2024). In addition, various types of neural networks produce probabilistic outputs and can be 
considered variational methods (Bishop, 1994), and these have been applied to subsurface imaging problems for 
more than two decades (Bloem et al., 2023; Cao et al., 2020; Devilee et al., 1999; de Wit et al., 2013; Earp & 
Curtis, 2020; Earp et al., 2020; Hansen & Finlay, 2022; Käufl et al., 2014, 2016; Lubo-Robles et al., 2021; Meier 
et al., 2007a, 2007b; A. K. Ray & Biswal, 2010; Shahraeeni & Curtis, 2011; Shahraeeni et al., 2012; Siahkoohi 
et al., 2022; X. Zhang & Curtis, 2021b; X. Zhao et al., 2021). Interestingly, X. Zhang et al. (2023) explained 
how certain variational methods are related to novel Monte Carlo type algorithms, showing that a spectrum of 
techniques might be constructed that combine the strengths of both approaches.

The performance of variational inference methods depends on the complexity and expressiveness of the prede-
fined variational family. There is an inherent trade-off involved in selecting a tractable set of distributions: 
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increasing the capacity of the variational family to approximate the posterior distribution usually also increases 
the complexity of the optimisation problem. In many variational methods, the approximating family is fixed and 
constrained in ways which might exclude good approximations of the true posterior pdf. Another reason that the 
true posterior pdf cannot be represented accurately is that the solutions of inverse problems are often expressed 
using a finite basis or parametrization, which might be chosen arbitrarily; this problem can be solved partly by 
trans-dimensional inversion (Bodin & Sambridge, 2009; Green, 1995). However, the focus of this current work is 
to find the true posterior solution given a predefined parametrization.

The mismatch between the variational family and the true posterior pdf often results in underestimation of poste-
rior variances of the model parameters and an inability to capture posterior correlations (Miller et al., 2017). 
For instance, the mean field approximation is commonly employed in variational methods in order to simplify 
the optimisation problem. This assumes a factorized structure for the variational distribution such as a Gaussian 
distribution with a diagonal covariance matrix, which ignores correlations between different parameters and can 
therefore yield poor inversion results (Bishop, 2006; Blei et al., 2017; X. Zhang et al., 2023). The trend in defin-
ing expressive variational families has mainly been to design more complex models, often using neural network 
based structures to achieve greater flexibility. Examples of such models include normalizing flows (Rezende 
& Mohamed, 2015) and their improved versions (Dinh et al., 2015; Durkan et al., 2019; Kingma et al., 2016; 
Kobyzev et al., 2019; Papamakarios et al., 2019). However, building effective variational models and solving 
the corresponding optimisation problems, which involve a large number of parameters to be optimized, pose 
significant challenges.

A mixture model is a weighted sum of component probability distributions, and is useful because a general 
mixture model has the capability to represent any complex probability distribution to any desired level of accu-
racy (Bishop, 1994, 2006). It is therefore reasonable to construct a variational family using a finite mixture of 
simple and parametric component distributions such as Gaussians. However, directly optimizing a mixture model 
is a non-convex problem, so components can easily become trapped in suboptimal solutions. Additionally, it is 
challenging to determine the appropriate number of mixture components in advance.

Recently, a variational method called Boosting Variational Inference (BVI—F. Guo et al., 2016; Miller et al., 2017) 
has been investigated. This method constructs the posterior distribution using a mixture distribution where each 
component of the mixture distribution is added and optimized sequentially. BVI starts by fitting a single compo-
nent, then iteratively enhances the mixture model by gradually adding new component distributions. As more 
components are included, the posterior approximation becomes progressively more accurate, in theory thereby 
improving the results offered by one single component distribution. An efficient, greedy algorithm is often imple-
mented by fixing the solution from the previous iteration, and optimizing only the shape of the new component 
and its relative weight at each iteration. This approach avoids the need to design complex variational models 
a priori, but requires an additional optimisation for each added component. Similar to conventional mixture 
models, BVI is capable of capturing multimodality and incorporating rich covariance structures. However, unlike 
conventional methods, this form of BVI simplifies the objective function by focusing solely on the optimisation of 
a single new component at each step (Locatello, Khanna, et al., 2018). This makes the optimisation process more 
manageable and facilitates the construction of an expressive variational family. Since it was proposed by F. Guo 
et al. (2016) and Miller et al. (2017), various authors have contributed to the development of BVI (Campbell & 
Li, 2019; Giaquinto & Banerjee, 2020; Locatello, Dresdner, et al., 2018; Locatello, Khanna, et al., 2018).

In this paper, our goal is to introduce BVI to non-linear geophysical inverse problems, and to solve interrogation 
problems efficiently using the fact that the obtained inversion results are represented by an analytic posterior 
expression. The paper is organized as follows. In Section 2, we provide an introduction to variational Bayesian 
inversion and establish the BVI framework. We analyze the analytical properties of the posterior distribution 
and demonstrate the use of BVI and its analytical posterior expression for solving interrogation problems. In 
subsequent sections we apply BVI to two typical geophysical inversion problems: travel time tomography and full 
waveform inversion. In Section 4, the analytic full waveform inversion results are used to solve an interrogation 
problem. Finally, we discuss our findings and draw conclusions based on our study.

2. Methodology
In this section, we establish methodology to answer scientific questions using interrogation theory. We show that 
this operation can often be summarized as evaluating the following integral with respect to a random variable m
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∫
𝐦𝐦

𝑓𝑓 (𝐦𝐦)𝜌𝜌(𝐦𝐦) 𝑑𝑑𝐦𝐦, (1)

where f(m) describes features of m that are needed to answer the question of interest, and ρ(m) is the probability 
distribution function (pdf) of m. In Sections 2.1–2.3, we show how boosting variational inference can be used to 
calculate the probability distribution ρ(m) given some observed data. In Section 2.4, we show that the result can 
be used to solve an interrogation problem by estimating Equation 1.

2.1. Variational Bayesian Inversion

Bayesian inference solves inverse problems in a probabilistic manner by evaluating the so-called posterior pdf 
using Bayes' rule:

𝑝𝑝(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) =
𝑝𝑝(𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜|𝐦𝐦)𝑝𝑝(𝐦𝐦)

𝑝𝑝(𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)
, (2)

where p(m) is the prior distribution of model parameters m, which describes our knowledge about m prior to the 
inversion. The conditional probability p(dobs|m) is the likelihood of observing data dobs given an Earth model m. 
The denominator p(dobs) = ∫mp(dobs|m)p(m)dm is a normalization constant called the evidence. By combining 
these three terms on the right hand side, we obtain the posterior distribution p(m|dobs), which describes the prob-
ability of all possible models that are consistent with the observed data, prior information and physical forward 
functions used to evaluate the likelihood. Therefore, Bayesian inference provides a full inversion solution and 
quantifies the post inversion state of uncertainty.

Variational inference solves Bayesian problems by estimating the fixed but unknown posterior pdf. The vari-
ational goal is to select one optimal distribution q*(m) that best approximates the posterior pdf from a family 
of known distributions (called the variational family) 𝐴𝐴 (𝐦𝐦) = {𝑞𝑞(𝐦𝐦)} . This can be accomplished by finding 
the distribution q(m) that minimizes the distance (difference) between the variational and posterior distribu-
tions. The following Kullback-Leibler (KL) divergence (Kullback & Leibler, 1951) is typically used for this 
purpose:

KL[𝑞𝑞 (𝐦𝐦)‖𝑝𝑝(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)] = 𝔼𝔼𝑞𝑞(𝐦𝐦)

[
log 𝑞𝑞(𝐦𝐦) − log 𝑝𝑝(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

]
, (3)

The KL-divergence measures the distance between two distributions q(m) and p(m|dobs). It has the property 
KL[q(m)‖p(m|dobs)]  ≥  0, with equality only when q(m)  =  p(m|dobs). Evaluating the KL-divergence requires 
that the posterior probability p(m|dobs) is calculated, which is infeasible in many problems since the evidence 
term p(dobs) is often analytically and computationally intractable. However, it can be shown that minimizing the 
KL-divergence is equivalent to maximizing the evidence lower bound of log  p(dobs) (ELBO[q(m)]) defined as:

ELBO[𝑞𝑞(𝐦𝐦)] = 𝔼𝔼𝑞𝑞(𝐦𝐦)

[
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

]
− 𝔼𝔼𝑞𝑞(𝐦𝐦)[log 𝑞𝑞(𝐦𝐦)], (4)

This only requires that the joint probability p(m, dobs) is calculated, which is computationally tractable (Blei 
et al., 2017). By maximizing Equation 4 with respect to q(m), we can estimate fully probabilistic solutions to 
Bayesian inverse problems using optimisation methods.

It is evident that the accuracy of variational inference depends on the expressiveness of the variational family 
𝐴𝐴 (𝐦𝐦) . However, increasing the complexity of 𝐴𝐴 (𝐦𝐦) to improve accuracy also tends to make the optimisation 

problem more challenging, or at least leads to higher-dimensional inverse problems. In the next section we will 
demonstrate how to mitigate this issue by employing mixtures of simpler distributions as the variational family.

2.2. Boosting Variational Inference

In boosting variational inference (BVI), we define the variational family to comprise the set of distributions that 
can be represented by a mixture of n simpler component distributions

𝑞𝑞𝑛𝑛(𝐦𝐦) =

𝑛𝑛∑

𝑖𝑖=1

𝑤𝑤𝑖𝑖𝑔𝑔𝑖𝑖(𝐦𝐦), (5)
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where each gi(m) represents a chosen mixture component. The component pdfs can theoretically be any paramet-
ric distribution (meaning that an explicit formula describes their form, with parameters that define their shape). 
The weight wi controls the magnitude of the contribution of each component gi(m), satisfying 0 ≤ wi ≤ 1 and 

𝐴𝐴
∑𝑛𝑛

𝑖𝑖=1
𝑤𝑤𝑖𝑖 = 1 . Remarkably, the mixture in Equation 5 can approximate any target distribution to any level of accu-

racy, even when using a simple base distribution gi(m) (Bishop, 1994; Earp & Curtis, 2020; Earp et al., 2020; 
Meier et al., 2007b; Shahraeeni & Curtis, 2011).

Directly maximizing ELBO[q n(m)] with respect to the variational parameters {wi, gi(m); i = 1, 2, …, n} is a 
non-convex problem so algorithms may converge to local maxima at which one component dominates while 
the weights of other components become negligible (F. Guo et  al.,  2016). The gradient boosting approach 
(Friedman, 2001; Meir & Rätsch, 2003) can be used to solve this problem. The main idea is to sequentially add 
components to an ensemble, each being used to correct errors of its predecessors. Inspired by this, we determine 
an optimal variational distribution qn(m) through an iterative procedure, adding one new component distribution 
to the mixture model at each step. The procedure begins with a single component q 1(m) = g1(m) with w1 = 1. We 
fit g1(m) using a traditional variational objective function (Blei et al., 2017; C. Zhang et al., 2018). Note that in a 
linear problem optimizing a single component (e.g., a single Gaussian distribution) by maximizing ELBO[q 1(m)] 
gives precisely the Bayesian least squares solution (Tarantola & Valette, 1982; Valentine & Sambridge, 2023). In 
each subsequent step t = 2, 3, …, n, BVI adds one new component gt to the mixture model, with weight wt ∈ [0, 
1]. The new distribution q t(m) is constructed by combining the previous mixture distribution q t−1(m), weighted 
by (1 − wt), with the new component gt(m) weighted by wt:

𝑞𝑞𝑡𝑡(𝐦𝐦) = (1 −𝑤𝑤𝑡𝑡)𝑞𝑞
𝑡𝑡−1(𝐦𝐦) +𝑤𝑤𝑡𝑡𝑔𝑔𝑡𝑡(𝐦𝐦), (6)

We then maximize ELBO[q t(m)] with respect to wt and gt.

Since jointly optimizing wt and gt(m) is also a non-convex problem, we adopt a sequential approach which finds 
the optimal component gt(m) first, then finds the corresponding weight wt (Locatello, Khanna, et  al.,  2018). 
Based on Equation 6, we treat the new mixture pdf q t(m) as a perturbation from the current distribution q t−1(m), 
where the component distribution gt(m) describes the shape of the perturbation and wt ∈ [0, 1] describes the 
size of the perturbation. We take the first-order Taylor expansion of ELBO[q t(m)] around q t−1(m) (Locatello, 
Dresdner, et al., 2018):

| = ELBO
[

𝑞𝑞𝑡𝑡−1(𝐦𝐦)
]

+𝑤𝑤𝑡𝑡
⟨

𝑔𝑔𝑡𝑡(𝐦𝐦),∇ELBO
[

𝑞𝑞𝑡𝑡−1(𝐦𝐦)
]⟩

−𝑤𝑤𝑡𝑡
⟨

𝑞𝑞𝑡𝑡−1(𝐦𝐦),∇ELBO
[

𝑞𝑞𝑡𝑡−1(𝐦𝐦)
]⟩

+ 𝑜𝑜
(

𝑤𝑤2
𝑡𝑡
)

, (7)

where 𝐴𝐴 ⟨𝑥𝑥(𝜃𝜃), 𝑦𝑦(𝜃𝜃)⟩ = ∫ 𝑥𝑥(𝜃𝜃)𝑦𝑦(𝜃𝜃)𝑑𝑑𝜃𝜃 calculates the inner product between functions x(θ) and y(θ). The term 
𝐴𝐴 ∇ELBO

[
𝑞𝑞𝑡𝑡−1(𝐦𝐦)

]
= log

𝑝𝑝(𝐦𝐦,𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)
𝑞𝑞𝑡𝑡−1(𝐦𝐦)

 is the functional gradient of the ELBO with respect to q t−1(m). In order to maxi-
mize ELBO[q t(m)] in Equation 7, we must choose the gt(m) that maximizes 𝐴𝐴

⟨
𝑔𝑔𝑡𝑡(𝐦𝐦),∇ELBO

[
𝑞𝑞𝑡𝑡−1(𝐦𝐦)

]⟩
 since 

q t−1(m) is fixed:

𝑔𝑔𝑡𝑡(𝐦𝐦) = 𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎
𝑔𝑔𝑡𝑡(𝐦𝐦)

⟨
𝑔𝑔𝑡𝑡(𝐦𝐦),∇ELBO

[
𝑞𝑞𝑡𝑡−1(𝐦𝐦)

]⟩
= 𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎

𝑔𝑔𝑡𝑡(𝐦𝐦)

⟨

𝑔𝑔𝑡𝑡(𝐦𝐦), log
𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

𝑞𝑞𝑡𝑡−1(𝐦𝐦)

⟩

, (8)

Direct maximization of the inner product in Equation 8 is ill-posed and can lead to gt(m) degenerating into a 
narrow distribution or even a single point mass which only has non-zero probability value at the maximum of 
∇ELBO[q t−1(m)]—a degenerate probability distribution that has zero width. To solve this problem, we introduce 
an additional regularization term that involves the entropy of gt(m), given by the negative scalar product of gt(m) 
and log  gt(m) (F. Guo et al., 2016):

𝑔𝑔𝑡𝑡(𝐦𝐦) = 𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎
𝑔𝑔𝑡𝑡(𝐦𝐦)

⟨
𝑔𝑔𝑡𝑡(𝐦𝐦),∇ELBO

[
𝑞𝑞𝑡𝑡−1(𝐦𝐦)

]⟩
− 𝜆𝜆⟨𝑔𝑔𝑡𝑡(𝐦𝐦), log 𝑔𝑔𝑡𝑡(𝐦𝐦)⟩

= 𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎𝑎𝑎𝑎𝑎
𝑔𝑔𝑡𝑡(𝐦𝐦)

𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

]
− 𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑞𝑞𝑡𝑡−1(𝐦𝐦)

]
− 𝜆𝜆𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑔𝑔𝑡𝑡(𝐦𝐦)

]
,

 (9)

where 𝐴𝐴 𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)[⋅] calculates the expectation of any function with respect to gt(m). Parameter λ is a regularization 
factor that controls the weight of the entropy term. Entropy measures the uncertainty represented by any pdf, so 
by maximizing the entropy we ensure that the pdf does not collapse to a narrow, effectively degenerate distribu-
tion. Locatello, Dresdner, et al. (2018) referred to the objective function in Equation 9 as the residual evidence 
lower bound (RELBO[gt(m)])
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RELBO[𝑔𝑔𝑡𝑡(𝐦𝐦)] ∶= 𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

]
− 𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑞𝑞𝑡𝑡−1(𝐦𝐦)

]
− 𝜆𝜆𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑔𝑔𝑡𝑡(𝐦𝐦)

]
, (10)

The expectation terms and their gradients in both Equations 4 and 10 can be estimated using Monte Carlo inte-
gration (details can be found in X. Zhao et  al.,  2021). Since we would normally perform many iterations to 
maximize these two equations, we can use a relatively small number of samples per iteration (even only a single 
sample—Kucukelbir et al., 2017). By maximizing this objective function, we can find an optimal gt(m) at each 
step of the algorithm.

In Equation 8, 𝐴𝐴 log
𝑝𝑝(𝐦𝐦,𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)
𝑞𝑞𝑡𝑡−1(𝐦𝐦)

 describes the residual discrepancy between the current variational distribution q t−1(m) 
and the joint probability distribution p(m, dobs) = p(dobs)p(m|dobs) which is equal to the unnormalized posterior 
distribution p(m|dobs) according to Equation 2. If q t−1(m) is proportional to the true (normalized) posterior pdf, 
that is, q t−1(m) ∝ p(m|dobs) everywhere in the parameter space, the above residual would be constant. However, 
in most situations this residual has peaks where the current variational distribution underestimates the posterior 
distribution, and has basins where q t−1(m) overestimates p(m|dobs). By introducing a new component gt(m), 
we aim to add density to regions where q t−1(m) underestimates and (through the relative weighting scheme in 
Equation 5) weaken regions where it overestimates the posterior pdf (this can be proven using information theory 
(Jaynes, 1957)). The goal is to find an optimal gt(m) that maximizes 𝐴𝐴

(
𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

]
− 𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[
log 𝑞𝑞𝑡𝑡−1(𝐦𝐦)

])
 , 

which can be interpreted as minimizing the cross entropy of gt(m) with respect to p(m, dobs) and maximizing that 
with respect to q t−1(m). In other words, gt(m) should be as close as possible to the (unnormalized) posterior distri-
bution, and at the same time should be different from the current approximation—it should capture the aspects 
of the posterior pdf that the current mixture distribution cannot yet approximate. This allows BVI to gradually 
improve the accuracy of the variational distribution by iteratively adding new components.

There are three commonly used methods to determine the weight coefficient wt ∈ [0, 1] for the new component in 
BVI. The first method uses an empirical formula to guarantee a series of decreasing weights for each additional 
component (Locatello, Dresdner, et al., 2018; Locatello, Khanna, et al., 2018):

𝑤𝑤𝑡𝑡 =
2

𝑡𝑡 + 1
, 𝑡𝑡 = 1, 2, . . . , 𝑛𝑛, (11)

Although this formula abandons the ideal of finding optimal weight coefficients, it provides a straightforward 
approach to update the weight. Any error caused by non-optimality of this scheme can be corrected by the intro-
duction of additional components to the mixture distribution.

The second method for updating weight coefficients involves a line search. The weight is updated by maximizing 
ELBO[q t(m)] (note this is not maximizing RELBO[gt(m)] with respect to wt) (F. Guo et al., 2016):

𝑤𝑤
(𝑘𝑘+1)

𝑡𝑡
= 𝑤𝑤

(𝑘𝑘)

𝑡𝑡
+

𝑏𝑏

𝑘𝑘
∇𝑤𝑤𝑡𝑡

ELBO
[
𝑞𝑞𝑡𝑡(𝐦𝐦)

]
, (12)

where superscripts (k + 1) and (k) represent two consecutive iterations, and b is the initial step size decayed by 
1/k. The method to calculate 𝐴𝐴 ∇𝑤𝑤𝑡𝑡

ELBO
[
𝑞𝑞𝑡𝑡(𝐦𝐦)

]
 is provided in Appendix A.

The third method, updates the weights for all components when each new component is added to the mixture 
model (Locatello, Dresdner, et al., 2018):

𝐰𝐰
(𝑘𝑘+1) = 𝐰𝐰

(𝑘𝑘) +
𝑏𝑏

𝑘𝑘
∇𝐰𝐰ELBO

[
𝑞𝑞𝑡𝑡(𝐦𝐦)

]
, (13)

where 𝐴𝐴 𝐰𝐰 = [𝑤𝑤1, 𝑤𝑤2, . . . , 𝑤𝑤𝑡𝑡]
𝑇𝑇  is a vector containing the weights of all components. The gradient term can be 

calculated similarly to the line search method (Appendix A).

Once the weight coefficient is obtained the new mixture distribution q t(m) can be constructed by combining the 
new component gt(m) with the existing mixture distribution using Equation 6.

2.3. BVI Using Gaussian Components

In this work, we use Gaussian component distributions as the mixture components: 𝐴𝐴 𝐴𝐴𝑖𝑖(𝐦𝐦) =  (𝐦𝐦;𝜇𝜇𝑖𝑖,Σ𝑖𝑖) , para-
metrized by a mean vector μi and a covariance matrix Σi. A mixture of Gaussians is capable of representing any 
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target distributions to any accuracy (Bishop, 2006). For each component, we optimize μ and Σ by maximizing 
the RELBO in Equation 10, and below we test the three schemes to determine the weights. Once convergence is 
achieved, the obtained Gaussian component is added to form the new mixture distribution.

Considering that model parameters in many geophysical inverse problems are subject to hard constraints (e.g., 
seismic velocity must be greater than zero), and Gaussian distributions and their mixtures are defined in the 
unbounded space of Real numbers, we apply the inverse logistic function to transform the mixture distribution 
from the space of Real numbers into the constrained space (X. Zhang & Curtis, 2020a). This transformation is 
defined as:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

� = � (�) = � + �−�
1+exp(−�)

,

log �(�|����) = log �(�) − log |det��� (�)|

= log
∑

��� (�;��,Σ�) − log |det��� (�)|,

 (14)

where m and z are model parameters in the constrained and unconstrained spaces, respectively. Hyper-parameters 
a and b are lower and upper bounds on m, and are fixed during the optimisation. In the second equation, p(z) 
is the mixture distribution obtained using BVI in the space of Real numbers. The term | det(⋅)| calculates the 
absolute value of the determinant of the Jacobian matrix corresponding to this transform, which accounts for the 
volume change. We use Equation 14 to transform each parameter in vector z to that in m, such that the corre-
sponding Jacobian matrix is a diagonal matrix and its determinant is analytic and easy to calculate. This means 
that the correlation information of vector m is purely determined by the covariance matrices Σi (therefore we do 
not lose posterior correlations by applying this transform). As a result, the posterior distribution modeled using 
the proposed BVI algorithm, as well as its statistical properties, can be represented analytically.

If only a single Gaussian component is involved in Equation 14, BVI becomes automatic differentiation vari-
ational inference (ADVI—Kucukelbir et  al.,  2017)—another well-established variational method that tries to 
fit (approximate) the true posterior pdf with a Gaussian distribution (Tarantola & Valette, 1982; Valentine & 
Sambridge, 2023). ADVI also provides an analytic approximation to the posterior distribution, and usually seems 
to estimate the mean model accurately. However, due to its theoretical assumption of a single Gaussian distribu-
tion in the unconstrained space, the method usually underestimates parametric uncertainty around the mean. By 
adding more Gaussian components we regard BVI as an iterative method to enhance the performance of ADVI.

Figure 1 shows a toy example that demonstrates the performance of BVI with Gaussian components. The target 
posterior distribution is a mixture of two Gaussian distributions: 𝐴𝐴 𝐴𝐴(𝑥𝑥) = 0.5 (𝑥𝑥; −1, 0.4) + 0.5 (𝑥𝑥; 1, 0.6) , 
represented by the black line in Figure 1. To apply BVI, we first optimize the initial component by maximizing 
the ELBO in Equation 4, which is equivalent to a conventional variational problem. The dashed orange line in 
Figure 1 shows the first component after convergence. It is evident that this single Gaussian distribution fails to 
approximate the bimodal posterior distribution accurately, highlighting the limitations of ADVI, and variational 
methods in general when an inappropriate variational family that does not include the true posterior pdf is chosen.

We then iteratively add more Gaussian components to the mixture model by maximizing the RELBO using 
Equation 10. We compare the performance of the 3 different weight calculation methods in Equations 11–13. In 
each test, we boost the posterior distribution by adding 40 Gaussian components so as effectively to ensure full 
convergence of BVI. The reason that a large number of components is used is partly because the first component, 
which achieves a poor approximation, is fixed thus more components need to be introduced to correct its error. 
In addition, since we generally do not know the true posterior distribution, we do not know when to stop the 
algorithm unless convergence is observed. The results using Equations 11–13 are shown by the dashed red, blue 
and green lines in Figure 1, respectively. All three methods provide a fair approximation to the true posterior 
distribution, with the first method performing the worst and the third method performing the best. However, the 
second and third methods require additional computations to estimate the gradient of the ELBO in Equations 12 
and 13, which involve evaluating the posterior distribution many times. This example demonstrates that even the 
simple fixed weight method significantly improves upon the initial variational solution (dashed orange line in 
Figure 1) without any additional computational complexity. Since we are interested in applying these methods 
to high-dimensional problems, minimizing computational complexity is paramount if we are to find meaningful 
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solutions. In the subsequent inversion examples, we therefore employ the fixed weight calculation method, but 
highlight that in other circumstances practitioners might prefer a different choice.

2.4. Probabilistic Interrogation Using BVI

In interrogation theory we try to find the optimal answer to a scientific question, where a utility function U(a|m) 
is defined which quantifies the net benefits associated with accepting any possible answer a given that model 
m is true. The optimal answer a* is found by maximizing this utility function within the space of possible 
answer: 𝐴𝐴 𝐴𝐴∗ = argmax

𝐴𝐴∈𝔸𝔸

𝑈𝑈 (𝐴𝐴) . To reduce the complexity of this maximization problem, Arnold and Curtis (2018) 

introduced a target space 𝐴𝐴 𝕋𝕋  such that the scientific question Q can be answered directly within this space. They 
defined a target function T(m) that maps the high dimensional model parameter m to a low dimensional target 
space parameter values t. A simplified utility function can then be defined as U(a|t). One of the utility functions 
considered in Arnold and Curtis (2018) is a negative squared error function:

𝑈𝑈 (𝑎𝑎|𝑡𝑡) = 𝑈𝑈 (𝑎𝑎|𝑡𝑡) = −(𝑎𝑎 − 𝑡𝑡)2, (15)

in which t is considered to represent the true state in the target space. This formulation leads to an analytical 
expression for the optimal (minimum bias) answer:

𝑎𝑎∗ = 𝔼𝔼[𝑇𝑇 (𝐦𝐦)|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜] = ∫
𝐦𝐦

𝑇𝑇 (𝐦𝐦)𝑝𝑝(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) 𝑑𝑑𝐦𝐦, (16)

Equation 16 states that the optimal answer corresponds to the posterior expectation of the target function, and 
different forms for this expression result from different choices of utility function in Equation 15 (Arnold & 
Curtis, 2018).

In previous works (X. Zhang & Curtis,  2022; X. Zhao et  al.,  2022), the target function was assumed to be 
deterministic, meaning that the target value was uniquely determined given a model sample m. Consequently, 
uncertainty in the answer was attributed solely to uncertainty in the inversion process. In reality, the definition of 
the target function often incorporates knowledge from a variety of experts, which introduces human biases and 
uncertainties (C. Bond et al., 2012; O’Hagan et al., 2006; Polson & Curtis, 2010). In an interrogation example 
below, we show that biased judgments from different individuals can lead to incorrect answers. To address the 

Figure 1. BVI results obtained using 3 different weight calculation methods. Black line represents the target distribution, 
while the dashed orange line shows the result from conventional variational inference without boosting, which uses a single 
Gaussian component (essentially the ADVI method). Dashed red, blue, and green lines correspond to the results obtained 
using different weight calculation methods in Equations 11–13. The last two methods yield better results but require 
additional computations.
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uncertainty in the final answer caused by the deterministic target function in order to mitigate bias, we use fully 
probabilistic target functions.

Define a random variable τ to represent different states of possible target function values, with an associated 
probability distribution function p(τ). This approach characterizes the nondeterministic behavior of the target 
function and addresses the inherent uncertainty. The optimal answer, which calculates the posterior mean of the 
summarized state τ, is given by

𝑎𝑎∗ = 𝔼𝔼[𝜏𝜏|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜] = ∫
𝐦𝐦
∫
𝜏𝜏

𝜏𝜏𝜏𝜏(𝜏𝜏𝜏𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) 𝑑𝑑𝐦𝐦𝑑𝑑𝜏𝜏

= ∫
𝐦𝐦
∫
𝜏𝜏

𝜏𝜏𝜏𝜏(𝜏𝜏|𝐦𝐦𝜏 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)𝜏𝜏(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) 𝑑𝑑𝐦𝐦𝑑𝑑𝜏𝜏

= ∫
𝐦𝐦
∫
𝜏𝜏

𝜏𝜏𝜏𝜏(𝜏𝜏|𝐦𝐦)𝑑𝑑𝜏𝜏𝜏𝜏(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) 𝑑𝑑𝐦𝐦𝜏

 (17)

In the first line, we extend the deterministic target function from Equation 16 to a probabilistic formulation using 
the law of total probability p(x) = ∫yp(x, y)dy. Following Siahkoohi et al. (2022), we assume that the target func-
tion value τ and the observed data dobs are conditionally independent given the model parameter m, when using 
interrogation theory to solve a decision problem that maps specific information from the inversion results. This 
assumption leads to the third line in Equation 17. The inner integral 𝐴𝐴 𝔼𝔼[𝜏𝜏|𝐦𝐦] ∶= ∫

𝜏𝜏
𝜏𝜏𝜏𝜏(𝜏𝜏|𝐦𝐦)𝑑𝑑𝜏𝜏 captures uncer-

tainty in the target function value which represents the uncertainty in the interrogation process, while the outer 
integral accounts for uncertainty in the inversion process. Note that the above conditional independence assump-
tion does not hold when solving a design problem using interrogation theory, as the optimal answer, which is the 
best design in this context, depends on the different data sets that would be observed given any considered design 
(Arnold & Curtis, 2018; Strutz & Curtis, 2024).

To summarize, Equation 17 can be viewed as a more general version of the original interrogation framework, 
achieved by considering a random variable τ with a probability distribution function p(τ) which allows for the 
incorporation of uncertainty in the target function. When p(τ) is defined as a Dirac delta function, denoted by 
p(τ) = δ(τ=T)(τ), where T represents the deterministic target function in Equations 16 and 17 reduces to Equa-
tion 16. Thus, Equation 17 encompasses the original framework as a special case when the target function is 
deterministic.

Monte Carlo integration can be used to evaluate Equation 17. First, we draw random model samples from the 
posterior distribution p(m|dobs). Given each posterior sample, we generate an ensemble of possible target function 
values from p(τ|m). By combining these target values, the posterior distribution of the answer a can be obtained, 
and the optimal answer a* to the question Q is the expectation of this distribution.

In the previous sections we showed that BVI provides an analytic expression of the posterior distribution. Directly 
incorporating this analytic result into equations above using either the deterministic or probabilistic target func-
tion is unfortunately non-trivial because the definition of the target function often contains some conceptual 
process which is easier to evaluate using posterior samples and is difficult to formulate as an explicit expression. 
In an interrogation example provided below, the calculation of the target function requires the largest continuous 
body within a velocity model to be found, which is not straightforward to perform using the analytic posterior 
expression. To address this, we propose an implicit approach. In the BVI framework the posterior distribution 
is approximated in the Real (unconstrained) space as a mixture of Gaussian distributions, and significant infor-
mation is captured by the mean vectors μi of the set of components. We transform these mean vectors μi back 
to the constrained space using Equation 14 after which the transformed vectors mi can be treated as a set of 
representative samples, weighted by the coefficient wi corresponding to each Gaussian component in BVI. We 
use these samples to partly represent the full posterior pdf, and the optimal answer in Equations 16 and 17 can 
be approximated as

𝑎𝑎∗ = ∫
𝐦𝐦

𝑇𝑇 (𝐦𝐦)𝑝𝑝(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) 𝑑𝑑𝐦𝐦 ≈
∑

𝑖𝑖

𝑤𝑤𝑖𝑖𝑇𝑇 (𝐦𝐦𝐢𝐢), (18)

for the deterministic case, and
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𝑎𝑎∗ = ∫
𝐦𝐦
∫
𝜏𝜏

𝜏𝜏𝜏𝜏(𝜏𝜏|𝐦𝐦)𝑑𝑑𝜏𝜏𝜏𝜏(𝐦𝐦|𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) 𝑑𝑑𝐦𝐦

≈
∑

𝑖𝑖

𝑤𝑤𝑖𝑖 ∫
𝜏𝜏

𝜏𝜏𝜏𝜏(𝜏𝜏|𝐦𝐦𝑖𝑖)𝑑𝑑𝜏𝜏 =
∑

𝑖𝑖

𝑤𝑤𝑖𝑖𝔼𝔼[𝜏𝜏|𝐦𝐦𝑖𝑖],

 (19)

for the probabilistic case. Since only tens of components are used in BVI to approximate the posterior distribu-
tion, the target function is calculated using the same number of samples from BVI. This computational simplicity 
is particularly important when the target function itself is computationally expensive to evaluate, especially in 
the case of interrogation using probabilistic target functions, and as we show below, Equations 18 and 19 can still 
enable accurate interrogation.

3. Travel Time Tomography
Seismic travel time tomography is a typical non-linear geophysical inverse problem used to image the Earth's 
interior. The underground seismic velocity structure is mapped using measured first-arrival travel times of waves 
traveling between source and receiver locations. In this section, we present two tomographic examples to demon-
strate the performance of BVI.

3.1. Synthetic Example

The first example is a 2D synthetic test. Figure 2 shows the true velocity model, which consists of a circular 
low velocity anomaly of 1 km/s surrounded by a high velocity background of 2 km/s. White triangles show the 
locations of 16 receivers, and we assume that each receiver can also be used as a virtual source using seismic 
interferometry (Campillo & Paul,  2003; Curtis et  al.,  2006; Wapenaar,  2004). 120 inter-receiver first-arrival 
travel times of waves that travel between each pair of receiver locations form the data set for this problem. For 
inversion we parametrize the model parameter m (the velocity vector) into 21 × 21 regular grid cells with a grid 
size of 0.5 km in both directions. We define a Uniform prior probability distribution bounded between 0.5 and 
3.0 km/s for each grid cell. The likelihood function is assumed to be a diagonal Gaussian distribution with a data 

Figure 2. True velocity model of the 2D synthetic test. A low velocity circular anomaly with velocity 1 km/s is embedded 
within a background velocity of 2 km/s. White triangles show locations of 16 receivers (and sources), and travel times 
between each pair of locations form the observed data set in this example.

 21699356, 2024, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JB

027789 by E
dinburgh U

niversity L
ibrary, W

iley O
nline L

ibrary on [22/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Solid Earth

ZHAO AND CURTIS

10.1029/2023JB027789

11 of 30

uncertainty σd = 0.05 s for all data points. We solve the forward problem to predict synthetic data using the fast 
marching method (FMM—Rawlinson & Sambridge, 2005).

For BVI we use a diagonal Gaussian distribution for all component distribution, and the empirical formula in 
Equation 11 to calculate weight coefficients. The first component is obtained by maximizing the ELBO in Equa-
tion 4 which is equivalent to mean field ADVI (Kucukelbir et al., 2017). In subsequent BVI iterations, we sequen-
tially optimize new components by maximizing the RELBO in Equation 10. We combine the obtained Gaussian 
components into a mixture distribution and transform it back to the constrained space using Equation 14. The 
resulting distribution is used to approximate the true posterior distribution. For each component, we update 
the diagonal Gaussian distribution for 5000 iterations. Within each iteration, we draw 2 random samples from 
the (current) variational distribution q(m), calculate the forward function values of these samples (to get like-
lihood and posterior values), and use them to approximate the RELBO (or ELBO for the first component) and 
its gradient using Monte Carlo integration. Note that since we would normally update RELBO (or ELBO) with 
many iterations, we can use a relatively small number of samples (e.g., 2 samples in this example) per iteration 
for the numerical integration, and the overall number of samples used to approximation the integration remains 
large. Even though the estimated value in each iteration may then be inaccurate, the mean value over many itera-
tions should be approximately correct (Kingma & Welling, 2014; X. Zhao et al., 2021). To test the convergence 
performance of BVI, we greedily add 10 components by which point the statistics of the posterior pdf show no 
substantial change with each iteration, as shown in Figure 3.

Figure 3. (a) Mean and (b) standard deviation maps of the posterior distribution obtained using BVI with different number of Gaussian components denoted in the 
title of each subfigure. White triangles show the 16 receiver locations and black crosses denote three specific locations whose marginal distributions are compared in 
Figure 5.
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Figures 3a and 3b show the mean and standard deviation maps of the posterior distribution obtained using BVI 
with different Gaussian components. All of these maps are calculated analytically from the BVI solution with-
out drawing any posterior samples, using Equation 14. Within the receiver array, the mean models effectively 
recover the circular low velocity anomaly and are similar to the true velocity model shown in Figure 2 even with 
only 1 component which corresponds to mean field ADVI as discussed previously. However, as expected the 
uncertainty map obtained using one component significantly underestimates uncertainties. As we introduce more 
components, the posterior uncertainties increase. The mean and standard deviation maps essentially converge 
such that no significant changes are observed after adding 6–7 components. We observe two higher uncertainty 
loops in the uncertainty maps: the inner one is located at the boundary of the low velocity anomaly and arises 
from variations in anomaly shapes and velocity values among the plausible models that fit the observed data, and 
the other loop corresponds to the lower average velocity loop between the receiver array and the central anomaly, 
potentially because the observed data exhibits lower sensitivity in this region, as observed in previous studies 
(Galetti et al., 2015; X. Zhang & Curtis, 2020a; X. Zhao et al., 2021).

Metropolis-Hastings Markov chain Monte Carlo (MH-McMC) was also run to estimate the solution for compar-
ison. We ran 12 chains in parallel, each drawing 1 million samples to ensure convergence. After sampling, we 
discard the first 500,000 samples as the burn-in period, and retain every 50th sample from the remaining samples 
to approximate samples of the posterior distribution. This result serves as a reference solution for this tomo-
graphic problem. Figure 4 shows the mean and standard deviation maps obtained using MH-McMC. We find that 
the mean models obtained from BVI and MH-McMC show similar results, and the uncertainty maps from both 
methods exhibit similar loop-like higher uncertainty structures. However, the uncertainties from BVI are slightly 
lower than those from MH-MCMC, indicating that BVI still underestimates the true uncertainty to some extent. 
Nevertheless, since BVI yields results comparable to MH-MCMC (which is often assumed to provide the true 
solution), we conclude that BVI provides an approximately correct and, more importantly, fully analytic result. 
Furthermore, it significantly improves upon the results obtained using mean field ADVI, and is obtained with far 
fewer forward evaluations than the Monte Carlo method.

In Figures 5a–5c, we compare the marginal distributions of three representative points at (0, 0) km, (1.8, 0) 
km, and (3.0, 0) km. These locations are denoted by black crosses in Figures 3 and 4. The first point lies within 
the low velocity anomaly, the second point is at the edge of the anomaly where the inner higher uncertainty 
loop is observed, and the last point is in the outer higher uncertainty loop. In each figure, the gray histogram 
shows the marginal distribution obtained using MH-McMC for reference, and dashed yellow line shows the 
Uniform prior pdf. For BVI, we can calculate the analytic marginal pdfs for these three points without drawing 
any samples. Results using 1 BVI component (mean field ADVI), 4 components, 7 components, and 10 compo-
nents are depicted by blue, dashed green, dashed black, and red lines, respectively. It is evident that mean field 
ADVI underestimates the posterior uncertainties, particularly in Figures 5b and 5c. However, as we add more 
components to the mixture, the marginal pdfs become increasingly similar to those obtained from MH-McMC, 
especially for the third point in Figure 5c, where the red line perfectly matches the gray histogram. In Figure 5b 
the results obtained using BVI and McMC are a little different. The reason might be that BVI components get 
stuck around a local mode, or that the Monte Carlo solution has not converged, since detecting convergence—
even with some well established methods such as the 𝐴𝐴 �̂�𝑅 -statistic (Gelman & Rubin, 1992)—in problems of this 

Figure 4. (a) Mean and (b) standard deviation maps obtained using MH-McMC. This result serves as the reference solution 
for this Bayesian tomographic problem.
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dimensionality might be subjective. Therefore, it is difficult to be certain which one of these two results is better. 
Nevertheless, we still observe that each new component corrects some of the residual from the previous distribu-
tions in the ensemble, apparently boosting the accuracy of the current variational distribution (hence the name, 
“boosting variational inference”).

Figures 3 and 5 show that the results achieve a reasonable approximation to the true posterior distribution using 
only 7 components. Unfortunately, in real problems we do not have access to the true posterior distribution, and 
running a McMC test for high-dimensional problems is often infeasible. Consequently, it becomes challeng-
ing to decide when to stop adding more components. A viable approach is to monitor the convergence of the 
KL-divergence: after each BVI iteration, we estimate KL[q t(m)‖p(m|dobs)] by drawing samples from the mixture 
distribution q t(m), and stop the BVI algorithm once KL[q t(m)‖p(m|dobs)] ceases to decrease. However, accu-
rately estimating the KL-divergence for high-dimensional problems is hindered by the curse of dimensionality. 
In this example, we therefore compared statistical properties that can be estimated more stably such as the mean, 
standard deviation, and marginal pdf of the current mixture distribution with those obtained from previous iter-
ations. If no significant changes are observed, we assume that BVI has converged and refrain from adding more 
components.

3.2. Field Data Test

In a more complicated field data example we applied BVI to Love wave tomography of the British Isles. The Brit-
ish Isles have been extensively studied and well understood using ambient noise tomography with different inver-
sion methods, including linearized inversion (Nicolson et al., 2012, 2014), rj-McMC (Galetti et al., 2017) and 
variational inference (X. Zhao et al., 2021, 2022). Therefore, this is a suitable real-data test case to evaluate the 
performance of the proposed method and analyze the results by comparison. We use part of the data set created 
by Galetti et al. (2017): ambient noise data recorded by 61 seismometers located around the British Isles, as indi-
cated by red triangles in Figure 6. The data were collected during three periods: 2001–2003, 2006–2007, and in 
2010. The two horizontal components of the data were cross-correlated to compute Love waves between pairs of 
receiver stations. Subsequently, the first arrival travel times of group velocity were estimated at different periods 
ranging from 4 to 15 s. Detailed information regarding the station network and data processing procedures can 
be found in Galetti et al. (2017). For this test, we use the travel time measurements of Love waves at period 10 s.

We parametrize the target region in Figure 6 into 37 × 40 regular grid cells with a spacing of 0.33° in both 
longitude and latitude directions. For each grid cell, we define a Uniform prior distribution ranging from 1.56 to 
4.84 km/s: the average value of the Uniform distribution is obtained by measuring the average velocity across all 
valid ray paths by assuming a homogeneous medium, and the upper and lower bounds are chosen to exceed the 
range of velocities observed on the dispersion curves. The likelihood function is chosen to be a Gaussian distri-
bution, and the travel time uncertainty for each inter-receiver path is estimated from the standard deviation of the 

Figure 5. Marginal posterior distributions of velocity at three points located at (a) (0, 0) km, (b) (1.8, 0) km and (c) (3.0, 0) km, marked by three black crosses in 
Figures 3 and 4. In each figure, the gray histogram shows the marginal distribution obtained using MH-McMC, and dashed yellow line shows the prior distribution. 
Blue, dashed green, dashed black, and red lines show marginal distributions obtained using BVI with 1 component (corresponding to mean field ADVI), 4, 7, and 10 
components, respectively.
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estimated travel time of the corresponding station pair constructed by stacking randomly selected subsets of daily 
cross-correlations (Galetti et al., 2017).

Given this problem's higher dimensionality (1480) and non-linearity (due to higher noise and irregular data 
distribution) compared to the 2D synthetic test, BVI requires more components to converge to a reasonable 
approximation of the true posterior distribution. However, the greedy algorithm described in previous sections is 
time-consuming and does not fully use the computational power of modern compute clusters. To address this we 
propose an efficient implementation of BVI by running multiple independent runs in parallel, similar to McMC 
methods that often run independent chains in parallel. In this implementation, we start each independent BVI 

Figure 6. The location of 61 seismometers (red triangles) around the British Isles. The receiver stations are also treated as 
virtual sources for ambient noise interferometry to estimate inter-receiver first arrival travel times, which are used as the 
observed data in this test.
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run from the second component, as the first component (corresponding to ADVI) has been shown to provide a 
stable (though inaccurate) result (Kucukelbir et al., 2017; X. Zhang & Curtis, 2020a). Each independent BVI run 
is initialized randomly and optimized separately, and after optimisation, the mixture distributions obtained from 
all runs are averaged to obtain the final approximation to the posterior distribution. This parallelization approach 
allows BVI to take advantage of parallel computing capabilities while still providing analytic results.

We apply BVI and MH-McMC to this tomography problem for comparison. We run 4 independent BVI tests 
in parallel, and for each test we use 5 components. This results in a total of 20 Gaussian distributions used to 
approximate the first five Gaussian components that best fit the posterior distribution. Again, we use a diagonal 
Gaussian distribution as the mixture component. Each component is updated for 5,000 iterations with 2 samples 
used at each iteration. The weight coefficients for the mixture components are calculated using Equation 11. After 
optimisation, we average the distributions obtained from the 4 runs to obtain the final results. To obtain results 
using MH-McMC, we run 10 Markov chains in parallel. Each chain consists of 1.5 million samples, with the first 
1 million samples discarded as burn-in. We discard a large number of samples in the hope that the remaining 
samples are reasonably well distributed according to the posterior distribution. After the burn-in period every 
100th sample is retained to approximate an ensemble of posterior samples.

Figures 7b and 7c show the average velocity (top row) and standard deviation (bottom row) maps of the Love wave 
tomography results obtained using BVI and MH-McMC. We also display the results obtained using mean field 
ADVI, which corresponds to the first component obtained from BVI, as shown in Figure 7a. The average velocity 
maps from the three methods exhibit similar features that are consistent with the known geology of the British 
Isles. For example, we observe a high velocity anomaly in the Scottish Highlands (6°W–4°W and 57°N–59°N), 
reflecting the crystalline metamorphic origin of the rocks in that region. A low velocity structure is observed 
in the area between 5°W–3°W and 53°N–55°N, which corresponds to the East Irish Sea sedimentary basins. 
Several low velocity anomalies are also observed around the Midland Platform in southern England (3°W–1°E 
and 50°N–52°N), corresponding to various sedimentary basins such as the Cheshire Basin, the Anglian-London 
Basin, and the Wessex Basin.

The uncertainty models obtained from BVI and MH-McMC present similar patterns. For instance, lower uncer-
tainties are observed in regions with densely placed receiver arrays such as across the Highlands and southern 
England. A higher uncertainty loop is observed around the East Irish Sea (4°W and 54°N) since a wide variety 
of different anomaly shapes and velocity values fit the observed travel time data, which is consistent with the 
findings from previous studies (Galetti et al., 2017; X. Zhao et al., 2021).

The results obtained from BVI and MH-McMC are similar to those from other variational methods—normalizing 
flows and Stein variational gradient descent (SVGD) in X. Zhao et al. (2021). However, there are some small 
differences in the structures observed in Figures 7b and 7c compared to those obtained from rj-McMC in Galetti 
et al. (2017), which can be attributed to the different parametrisations used in that work (Voronoi cells vs. regular 
cells). In the rj-McMC study (Galetti et al., 2017), 16 chains and 3 million samples per chain were used to ensure 
convergence. In this test, 10 chains and 1.5 million samples were used for MH-McMC. The presence of some 
non-smooth structures in Figure 7c compared to the smooth structures in the synthetic test (Figure 4) suggests 
that the chains may not have fully converged even after 1.5 million samples, and that 10 chains might not be suffi-
cient to explore all possible parameter subspaces that fit the data. In X. Zhao et al. (2021), full rank ADVI was 
also applied to this problem. However, both full rank ADVI in that work and mean field ADVI here, exhibit strong 
biases in the uncertainty results, with lower uncertainty than the McMC results observed everywhere inside the 
receiver array. In conclusion, since similar solutions have been obtained by multiple different methods, it can 
be assumed that BVI is capable of providing a reasonable estimate of the posterior distribution with an analytic 
expression, while also improving performance compared to mean field ADVI.

Table 1 compares the computational costs associated with several different methods, measured in terms of the 
required number of forward evaluations, since forward simulation is the most expensive part in each inversion. 
The computational costs of full rank ADVI, normalizing flows and SVGD are obtained from X. Zhao et al. (2021), 
while the cost of rj-McMC is obtained from Galetti et al. (2017). For BVI, four parallel tests with five components 
are run, each updated for 5,000 iterations with two samples per iteration. However, since the first component 
(mean field ADVI) is very stable, it only needs to be trained once, resulting in a total of 170,000  forward eval-
uations for BVI and 10,000 for mean field ADVI. MH-McMC consists of 10 chains with 1.5 million samples 
each, resulting in a total of 15 million samples. It should be noted that the comparison depends on subjectively 
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detecting the convergence of each method and may not reflect the minimum 
possible computational cost. X. Zhao et  al.  (2021) showed that the same 
MH-McMC restricted to 2 million samples only provides a few of the main 
features in the mean velocity model and hardly provides any useful infor-
mation in the standard deviation map. This decreases the likelihood that our 
subjec tive assessment of when the Monte Carlo method had converged led 
to the large number of samples attributed to the method above, and justifies 
that the  number of samples used for MH-McMC may be reasonable. It is 
also  true that significantly more efficient Monte Carlo methods may exist 
for this problem. Nevertheless, the significantly different numbers in Table 1 
provide valuable insights into the amount of computation that we and other 
authors judged necessary to approach convergence for each method. Both 
mean field ADVI and full rank ADVI have the lowest computational costs, 
but they also provide biased results. Normalizing flows are slightly more effi-
cient than BVI, but they require a sophisticated design of flow structures and 
often rely on neural networks (Dinh et al., 2015, 2017; Durkan et al., 2019; 
Kingma et al., 2016; Papamakarios et al., 2017), which can be challenging or 

Method Forward evaluations

Mean field ADVI 10,000

Full rank ADVI 10,000

Normalizing Flows 100,000

BVI 170,000

SVGD 600,000

MH-McMC 15,000,000

RJ-McMC 48,000,000

Note. The results for full rank ADVI, normalizing flows and SVGD are 
from X. Zhao et  al.  (2021), while the result for rj-McMC is from Galetti 
et al. (2017).

Table 1 
Number of Forward Evaluations Required for Different Methods to Provide 
the Love Wave Tomography Results Across the British Isles

Figure 7. Mean (top row) and standard deviation (bottom row) maps of the Love wave tomography results of the British Isles using (a) mean field ADVI, (b) BVI, and 
(c) MH-McMC. White triangles show the locations of the receivers used in this example.
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even impossible to train for high-dimensional problems such as full waveform inversion. BVI has a simpler struc-
ture, and each component is optimized sequentially, making it more attractive for large scale data sets with higher 
dimensionality in real applications. SVGD is the most expensive variational method tested, but it still offers a 
significant reduction in cost compared to the two Monte Carlo methods. The huge numbers of samples used in 
the latter methods indicate a significant efficiency improvement offered by variational inference for solving large 
scale and high dimensional inverse problems.

4. Full Waveform Inversion
4.1. Bayesian FWI Implementation

Seismic full waveform inversion (FWI) is a powerful technique to image subsurface structures using full wave-
form information in seismic data (Tarantola, 1984; Tromp et al., 2005). It is a highly non-linear and non-unique 
problem. Traditional linearized inversion methods can not reliably offer accurate solutions or effectively estimate 
the uncertainties in the inversion results. As a result, it is important to employ fully non-linear inversion methods 
for FWI.

FWI problems typically have high dimensionality, and the forward modeling step, in which synthetic seis-
mic waveforms are computed for a given velocity model, is usually expensive. To address these challenges, 
several efficient Monte Carlo methods have been applied to FWI (Biswas & Sen, 2022; de Lima et al., 2023; Ely 
et al., 2018; Gebraad et al., 2020; P. Guo et al., 2020; Kotsi et al., 2020; Qin et al., 2016; A. Ray et al., 2016; Visser 
et al., 2019; Z. Zhao & Sen, 2021). Alternatively, in recent years variational methods have also been introduced 
to address the computational challenges of Bayesian FWI (Lomas et al., 2023; W. Wang et al., 2023; X. Zhang & 
Curtis, 2021a; X. Zhang et al., 2023). However, none of these methods provide an accurate and analytic approxi-
mation to the posterior probability distribution. In this section, we apply the BVI method to Bayesian FWI, to test 
its ability to provide analytic results efficiently.

We demonstrate the preceding BVI algorithm using a 2D acoustic FWI example. The true velocity model is a 
truncated Marmousi model (Martin et al., 2006), as shown in Figure 8a. The density is set to be constant. The 
velocity field is discretized using 110 × 250 square grid cells with side length 20 m. Twelve sources are placed 
along the surface at 400 m intervals (shown by red stars in Figure 8a), and 250 receivers are placed along the 
seabed at a depth of 200 m (white line in Figure 8a). The observed waveform data are obtained by solving the 
2D acoustic wave equation using the finite difference method, and the total simulation time is 4 s with a sample 
interval of 2 ms. The source is a Ricker wavelet with a dominant frequency of 5 Hz. Figure 8c shows this wave-
form data set.

For inversion, we use a Uniform prior distribution for the velocity model at each depth, with lower and upper 
bounds shown in Figure 8b. Velocity in the water layer is fixed at the true value during inversion. Therefore, 
there are 25,000 free parameters to be inverted, corresponding to the subsurface velocity model. We use the finite 
difference method to solve the forward function, and the adjoint-state method to calculate the data-model gradient 
(Fichtner et al., 2006; Plessix, 2006). The likelihood function is chosen to be a diagonal Gaussian with a constant 
data error of 0.05 around each datum.

In this test, we compare BVI with 3 different variational methods: mean field ADVI, Stein variational gradient 
descent (SVGD) and stochastic SVGD (sSVGD). Stochastic SVGD is an extension of SVGD that incorporates 
a noise term to enhance the efficiency and accuracy of SVGD for large-scale inference problems (Gallego & 
Insua,  2018). It effectively converts the variational SVGD method to a Markov chain Monte Carlo method, 
showing that the divide between these methodological approaches can be bridged, and sSVGD has recently 
been applied to a 3D FWI problem (X. Zhang et al., 2023). For mean field ADVI we use a diagonal Gaussian 
distribution to model the posterior distribution in the unconstrained space (Kucukelbir et al., 2017). A total of 
50,000 hyper-parameters (means and variances in each cell) are updated for 10,000 iterations, and 5 samples per 
iteration are used. For SVGD, we randomly select 600 samples from the prior distribution and update them for 
600 iterations. Once convergence is achieved, these samples are used to approximate statistics of the posterior 
distribution. For sSVGD, the algorithm starts with 24 random samples drawn from the prior distribution. These 
samples are then updated for 10,000 iterations, with the first 5,000 iterations discarded as the burn-in period. 
In this algorithm every sample value evaluated can be retained post burn-in, so all remaining samples are used 
to approximate the posterior distribution. For BVI, four parallel runs are performed, and each run contains six 
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diagonal Gaussian distributions. This results in a total of 24 Gaussian components used to approximate the first 
six components that best fit the posterior distribution. Each component is updated for 5,000 iterations, and two 
samples per iteration are used.

Figures 9a–9d display the inversion results obtained using the aforementioned methods. The first two rows show 
the mean and standard deviation maps of the posterior distribution, while the third row displays the relative error, 
which is calculated by dividing the absolute error between the true and mean models by the standard deviation 
model. The mean velocity models from the 4 methods exhibit a similar pattern and generally resemble the true 
model. For example, within the white box in Figure 8a, we observe a low velocity structure in the true and mean 
velocity models. However, all four mean velocity maps fail to capture some of the fine-scale structures present 
in the true model. This can be attributed to the low dominant frequency used in this test (5 Hz). Among the four 
methods, the mean velocities obtained using mean field ADVI and SVGD appear smoother compared to those 
obtained using BVI and sSVGD. This observation is consistent with the results obtained in the previous example 
of 2D synthetic travel time tomography, where the posterior distribution obtained using MH-McMC (Figure 4) 
is smoother than that obtained using BVI (Figure 3). In the case of BVI, since we use a diagonal Gaussian distri-
bution as the component distribution, the mean estimate and uncertainty of each model parameter is updated 
independently. Every new component is initialized randomly to enhance the current posterior pdf by boosting 

Figure 8. (a) The true Marmousi P wave velocity model with source locations indicated by red stars and receiver line marked by white line. Three dashed black lines 
display the locations of three well logs discussed in the main text. (b) Upper and lower bounds for the Uniform prior probability distribution for P wave velocity at each 
depth. (c) Twelve common shot gathers used as the observed data in this test.
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it on either the lower or higher velocity side of the current mean estimate, and is optimized to approximate the 
posterior distribution within a local region in the parameter space, introducing a degree of variation between iter-
ations. Hence, the results obtained from BVI exhibit less smoothness, despite the fact that results obtained from 
its first component (ADVI) are smooth. In sSVGD, the introduction of a noise term during each iteration perturbs 
the samples, leading to increased randomness (X. Zhang et al., 2023). The result may therefore become smoother 
as a larger number of samples and iterations are used.

We also calculate the Structure Similarity Index Model (SSIM) between each mean and the true velocity models, 
and display the calculated SSIM values along the top of Figures 9a–9d. SSIM is a common measure to quantify 
the similarity between two images, and higher values indicate higher similarity (Levy, Hunziker, et al., 2022; 
Z. Wang et al., 2004). Mean field ADVI provides a higher SSIM value, which means that the method is able to 
provide an accurate estimate of the mean model. However, it tends to underestimate the posterior uncertainties 
(see below). Among the other three methods, BVI and sSVGD provide similar and higher SSIM values compared 
to SVGD, potentially meaning that mean models estimated from these two methods are more accurate.

The standard deviation obtained using mean field ADVI significantly differs from the other three results and tends 
to be underestimated. Moreover, a majority of the relative errors are larger than 3, indicating inaccuracy of the 
results. However, the uncertainty map still exhibits similar geometrical structures compared to the mean and  true 
velocity models. Therefore, we consider ADVI to be an efficient method that provides a fairly accurate mean 
model but biased uncertainties due to its restrictive theoretical assumptions (X. Zhang & Curtis, 2020a; X. Zhao 
et al., 2021). Similarly to the mean velocity results, SVGD yields a smoother standard deviation map compared to 
BVI and sSVGD. In other aspects, the results obtained using these three methods are similar, with errors mainly 
distributed within two standard deviations of the mean. For example, we observe lower uncertainties and higher 
relative errors at locations with higher velocity anomalies (such as the higher velocity layer at a depth of 1.3 km 
depth and a distance between 0–2 km). Additionally, higher uncertainties are observed at layer boundaries, which 
is consistent with our observations in the two travel time tomography examples. These correspond to uncertainty 
loops found in previous studies (Galetti et al., 2015), especially in the shallower subsurface where data exhibits 

Figure 9. Mean, standard deviation, relative error, skewness, and kurtosis (from top to bottom row) of the posterior distribution for the 2D acoustic FWI test obtained 
using in column (a) mean field ADVI, (b) BVI, (c) SVGD and (d) sSVGD. The relative error is the absolute error between the mean and true models divided by the 
corresponding standard deviation. The number in the title of each column gives the Structural Similarity (SSIM) calculated between the mean and true models.
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higher sensitivity. However, the uncertainty values obtained using BVI are slightly smaller compared to the other 
two methods. We attribute this to two main factors. First, the use of a diagonal Gaussian distribution in BVI tends 
to underestimate the uncertainty information compared to a Gaussian distribution with a full covariance matrix 
(Kucukelbir et al., 2017). This underestimation of posterior uncertainties is also evident in Figures 3 and 4. On 
the other hand, SVGD and sSVGD employ a repulsive force between different samples (Gallego & Insua, 2018; 
Liu & Wang, 2016): this pushes samples away from each other such that they can explore different parameter 
subspaces (while still approximating the posterior pdf with sample density). In cases where samples are sparsely 
distributed within the parameter space, as is the case in this test with 600 samples for SVGD and 24 samples 
per iteration for sSVGD, the repulsive force might push samples toward the corners of parameter hyperspace to 
maximize the objective function. This may also contribute to higher uncertainties in Figures 9c and 9d. A similar 
phenomenon was observed in Love wave tomography using SVGD (X. Zhao et al., 2021). Given the absence of a 
true solution to this Bayesian FWI problem, it is challenging to determine which method provides a more accurate 
result. Nevertheless, obtaining similar results using three methods based on two different theoretical frameworks 
lends credibility to these findings.

In the fourth and fifth rows of Figure 9 we show the skewness and kurtosis maps. These two statistics measure 
the third and fourth moment of the posterior distribution, where the skewness indicates the shift toward the left 
(negative skewness) or the right (positive skewness) of a distribution with respect to a normal distribution, and the 
kurtosis is a measure of the “bulkiness” (lower values) or “pointiness” (higher values) of a distribution (Scheiter 
et al., 2022). We observe that the results from BVI, SVGD and sSVGD exhibit higher skewness and kurtosis 
values at the near surface and are similar to each other compared to those from mean field ADVI, which proves 
that these three methods capture (possibly correct) non-Gaussian structure of the posterior distribution.

For better comparison, Figures 10a–10d display the marginal pdfs obtained using ADVI, BVI, SVGD, and sSVGD, 
respectively, along three vertical profiles marked by dashed black lines in Figure 8a. Each row shows the marginal 
distributions along one profile using the four methods. Red lines show the true velocity profiles and black lines 
show the mean velocity profiles obtained using each method. Similarly to the mean and standard deviation maps in 
Figure 9, ADVI provides accurate mean velocity profiles but underestimates posterior uncertainties, as evidenced 
by the narrower marginal pdfs compared to the other three methods. As discussed in the Methodology section, 
BVI boosts the results obtained from ADVI by using multiple Gaussian components to approximate the poste-
rior distribution. This effect can be observed when comparing Figures 10a and 10b: BVI explores the parameter 
space that was not adequately represented by ADVI, resulting in wider (and potentially more accurate) marginal 
distributions. This is particularly noticeable at a depth of 1.2 km within the two white rectangular boxes in the 
second row in Figures 10a and 10b, where the true velocity value exceeds the prior upper bound (deliberately, to 
check performance in anomalous cases in which prior distributions are mis-specified). The posterior pdf obtained 
using BVI is concentrated closer to the upper bound of the prior distribution compared to ADVI. The marginal 
pdfs obtained using BVI and sSVGD are highly similar and slightly different from those obtained using SVGD. 
The results from SVGD are sparser (due to limited number of samples) and smoother. In the shallower part of the 
second row of Figure 10c (indicated by a red arrow), the higher probability region of the posterior pdf from SVGD 
is located close to the prior bound and deviates from the true value. This might be caused by either the limited 
number of samples or the relatively large step size used in SVGD, which pushes samples toward the boundary 
of parameter space by the repulsive force. At a depth of 1.7 km in the third row of Figure 10c (indicated by a 
white arrow), the mean velocity value deviates from the true value since SVGD fails to provide a sufficiently high 
resolution result to recover this high velocity anomaly compared to BVI and sSVGD. Additionally, as indicated 
by three dashed white boxes in the second row, the posterior distributions from SVGD and sSVGD cover a larger 
parameter space than that from BVI, especially around the high velocity region. Consequently, we observe higher 
standard deviation values in Figures 9c and 9d compared to Figure 9b. However, in this region, the mean velocity 
model obtained using BVI is more similar to the true model, which might indicate higher accuracy compared to 
both SVGD and sSVGD. This demonstrates that higher uncertainties provided by SVGD and sSVGD might be 
less convincing due to effects of the repulsive force, as previously discussed and observed in X. Zhao et al. (2021).

Finally, we compare the computational cost of the four methods in Table 2. In FWI, the forward simulation 
and data-model gradient calculation are much more expensive compared to those in travel time tomography. 
Therefore, the number of gradient evaluations provides a fair comparison. For mean field ADVI the model is 
updated for 10,000 iterations using 5 samples per iteration, resulting in 50,000 evaluations. In the case of BVI, 
we run 4 parallel tests, each containing 6 Gaussian components. However, we do not need to optimize the first 
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Figure 10. Marginal posterior distributions along vertical profiles at three locations (represented by black dashed lines in Figure 8a) obtained using (a) mean field 
ADVI, (b) BVI, (c) SVGD, and (d) sSVGD, respectively. Each row displays the marginal distribution along one profile. In each figure, two white lines show the prior 
bounds at each depth, the black line shows the mean velocity model, and the red line shows the true velocity model.
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component 4 times, thus a total of 21 Gaussian distributions are used. For 
each component, we use 5,000 iterations and 2 samples per iteration. There-
fore, BVI requires 210,000 gradient simulations. It is worth noting that the 
number of simulations used to optimize each component for BVI is smaller 
than that for ADVI, even though they have the same hyper-parameters (mean 
and standard deviation for a diagonal Gaussian distribution). This is because 
in BVI we do not require full convergence of each component. As long as new 
components fill some of the gap (residual) between the current mixture distri-
bution and the true posterior distribution, this improves the current result. By 
adding more components, BVI gradually improves the posterior approxima-
tion. sSVGD and SVGD require 240,000 and 360,000 gradient evaluations, 
respectively. Overall, ADVI is the cheapest method, but it produces biased 
results. BVI requires more computations to improve the biased results from 
ADVI, and is slightly more efficient than sSVGD. More importantly, BVI 

provides an analytic solution to the posterior distribution, while sSVGD only provides posterior samples. SVGD 
is the most expensive method and only provides 600 samples, which is far from sufficient to approximate such a 
high dimensional (25,000) space in this test.

4.2. Interrogating FWI Results

We demonstrate the advantages of the BVI solution for interrogation problems using the theory in Section 2.4, by 
using the FWI results to answer a specific question: what is the size of the low velocity volume within the white 
box in Figure 8a? Such inquiries are common in the geoscience community and are used, for example, to estimate 
the volume of a sedimentary basin or the size of an ore body or a reservoir resource assessment or CO2 storage 
(Burshtein, 2006; Fletcher & Ponnambalam, 1996; Romdhane & Querendez, 2014; X. Zhang & Curtis, 2022; 
X. Zhao et al., 2022). We therefore denote the low velocity volume as a reservoir hereafter. Figures 11a and 11b 
show the posterior mean and standard deviation maps inside the white box, obtained using BVI.

Previously, volume-related questions were answered using interrogation theory with a deterministic target func-
tion in X. Zhao et al. (2022) and X. Zhang and Curtis (2022). Here we provide a brief overview of the procedure. 
We first introduce a mask to restrict the region used to calculate the low velocity anomalies, as illustrated by 
the dashed black box in Figures 11a and 11b. Other low velocity bodies outside of this mask are assumed to be 
unrelated to the anomaly of interest and are ignored during the interrogation process. Considering a reservoir 
should be a continuous geological body in space, we define the target function to be the area of the largest contin-
uous low velocity body inside the mask. To evaluate this function, we need to distinguish between low velocity 
and high velocity cells, which can be accomplished by introducing a threshold value: cells with velocity values 
below the threshold are classified as low velocity, others are classified as not low velocity.

We use the same data-driven method as X. Zhao et  al.  (2022) to calculate the threshold value with minimal 
bias. First, we select a set of points from the inversion results that are most likely to belong to the low velocity 

Method Number of gradient evaluations

ADVI 50,000

BVI 210,000

SVGD 360,000

sSVGD 240,000

Note. The values represent an indication of the computational cost of each 
method, as the evaluation of data-model gradients is the most computationally 
expensive part of this test.

Table 2 
Number of Forward and Gradient Evaluations for Mean Field ADVI, BVI, 
SVGD, and sSVGD Applied to the 2D FWI Test

Figure 11. (a) Mean and (b) standard deviation maps of the posterior distribution obtained using BVI within the white box in Figure 8a. Black dashed box shows the 
mask inside which we calculate the area of the largest continuous low velocity body, which serves as the target function. White stars and black crosses denote cells 
that are most likely to be inside and outside the reservoir, respectively. Red dots denote cells located on or near the reservoir boundaries, where uncertainty remains 
regarding their classification as low or high velocities. (c) Threshold values to discriminate low and high velocities. Green histogram shows the probabilistic threshold 
value established in the main text. Blue line shows the deterministic threshold value obtained using the white stars and black crosses only, and purple line shows the 
maximum probability threshold value from the green histogram.
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reservoir since they have low mean velocity values and low standard deviation values (indicated by white stars in 
Figures 11a and 11b), and another set of points likely to be outside of the reservoir (represented by black crosses 
in Figures 11a and 11b). Then we calculate the average marginal cumulative density function (cdf) of the white 
stars being classified as inside the reservoir, accumulating as the velocity threshold increases, and of the black 
crosses being classified as outside of the reservoir, accumulating as the velocity threshold decreases. The inter-
section point of these cdfs is the threshold value that discriminates low from high velocities with minimal bias 
according to the prior information provided by the locations of white stars and black crosses. The corresponding 
threshold value is illustrated by the blue line in Figure 11c. Given this value we can classify each cell as either 
a low or high velocity cell, find the largest continuous low velocity body inside the mask, and calculate its size 
which is the target function value. Figure 12d shows the posterior distribution of the target function (reservoir 
size) obtained using this threshold value. According to Equation 16, the optimal (minimum bias) answer is the 
mean of the target function values from all posterior samples, and is denoted by dashed black line in Figure 12d. 
For comparison, the true size is denoted by a red line in Figure 12d.

The above method calculates the threshold value and the target function deterministically. As stated in Section 2.4, 
this does not consider the uncertainty introduced by human bias, which may result in different sets of low and 
high velocity cells being selected by different experts, thus different threshold values and different target func-
tions, potentially biasing reservoir size estimates. We therefore also apply interrogation with a probabilistic target 
function, which is defined by a probabilistic threshold value in this example. We implement this by randomly 
selecting a subset of the grid cells from each of the low and high velocity cells in Figures 11a and 11b. This 
random selection simulates possible variation in the selection by different experts. We also consider other cells 
situated on the boundaries of the low velocity body, as indicated by red dots in Figures 11a and 11b which in fact 
contain valuable information about reservoir shape and velocity values (Galetti et al., 2015), and incorporate the 
information provided by these cells to calculate the probabilistic threshold value. To do that, we randomly select 
a subset of cells marked by those red dots, and assign cells that are directly connected to the cells marked by 
the white stars as low velocity cells (inside the reservoir) and the remaining cells as high velocity cells (outside 
the reservoir). This can be interpreted as a misclassification of low and high velocity cells at the boundaries 
of  the  reservoir, again simulating possible human bias and subjective choice. We use these randomly selected 
cells to calculate the threshold value. The above procedure is repeated 1000 times, resulting in a probability 
distribution over the threshold value represented by the green histogram in Figure 11c.

We perform interrogation using the green histogram in Figure 11c as the stochastic threshold value, which then 
defines the probabilistic target function. For each posterior model sample (velocity model obtained from BVI), 
we draw 100 random threshold values from the green histogram and calculate the size of the largest continuous 
low velocity body corresponding to each threshold value. The resulting distribution of 100 reservoir sizes values 
incorporates the uncertainty in the target function, so we repeat this process for each posterior model sample. 
Figure 12a shows the distribution of the target function values, and the optimal answer calculated using Equa-
tion 17 is denoted by the dashed black line. This represents the interrogation results (with the probabilistic target 
function) obtained using the full posterior distribution from BVI. We also construct a solution using only  the 
representative samples obtained from the means of the BVI components to perform interrogation, and the poste-
rior target function is displayed in Figure 12b. The optimal answer is calculated using Equation 19 (black dashed 
line in Figure 12b). Since we only use the mean vectors of the Gaussian components to obtain those representative 

Figure 12. Posterior distributions of the target function by interrogation with probabilistic target function obtained using (a) full BVI inversion results, (b) 24 
representative samples from BVI components, and (c) 40 random samples from the full BVI inversion results. Panels (d, e) show the posterior target functions obtained 
using deterministic target functions whose threshold values are represented by the blue and purple lines in Figure 11c. In each figure, the red line denotes the true 
answer to this question, and black dashed line denotes the optimal answer obtained using interrogation theory.
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samples, without considering the corresponding covariance matrices, the uncertainty of the posterior target func-
tion might be underestimated. Nevertheless, this still provides an accurate optimal answer while significantly 
reducing the number of target function evaluations. Additionally, we randomly choose 40 posterior samples from 
the full BVI inversion result and conduct probabilistic interrogation on these: the resulting posterior histogram is 
displayed in Figure 12c. In comparison to Figure 12b, the optimal answer obtained from this set of 40 samples 
is notably inaccurate, whereas of the order of 10 representative samples from BVI provide an almost equally 
accurate interrogation answer as that from the full posterior solution. This proves the value of these representative 
samples.

To simulate the bias that may be introduced by using a deterministic target function, for example, one defined 
by a single expert, we choose the maximum probability value from the green histogram in Figure 11c as the 
threshold value (denoted by purple line in Figure 11c). This value falls within the high probability region and can 
be treated as a reasonable threshold value obtained from one expert. We perform interrogation using this single 
threshold value, and the result is displayed in Figure 12e. The optimal answer (black dashed line) shows a larger 
error and deviates more from the true answer than any estimate other than that from 40 random samples of the 
model posterior distribution in Figure 12c.

Overall, the comparison of the five histograms in Figure 11 reveals that interrogation using deterministic target 
functions may yield biased results due to the subjective nature of human interpretation. This bias can be miti-
gated by using probabilistic target functions. Note that the optimal answer using the deterministic target function 
in Figure 12d also provides an accurate result, and the posterior target function is similar to that in Figure 12a. 
However, we usually do not know the true answer to our question in real problems, and therefore have no means to 
prioritize the answer from one interpretation over any other. Probabilistic interrogation considers the subjectivity 
from different experts, and provides a more convincing answer. The optimal answer obtained using representative 
samples from BVI components is accurate, which proves that these samples capture a key portion of the uncer-
tainty information in the inversion results. In contrast, a similar number of randomly selected posterior samples 
fails to adequately represent this uncertainty. Therefore, subsequent uncertainty analysis tasks, especially those 
that are computationally intractable to perform for thousands of posterior samples (e.g., reservoir simulation), 
could be more efficiently carried out using the representative samples obtained from BVI.

5. Discussion
In our synthetic travel time tomography example, we provide a reliable criterion for assessing the algorithm's 
convergence. Ideally, one could assess the convergence of BVI at each iteration by evaluating the KL-divergence 
between the true posterior pdf and the current mixture distribution. However, accurate estimation of the 
KL-divergence for high-dimensional problems is very expensive. Since we obtain a set of representative samples 
from the mean vectors of the Gaussian components, we can use these samples to estimate the KL-divergence 
approximately, so as to provide a more reasonable way to detect convergence. This is similar to the idea used for 
probabilistic interrogation in Equations 18 and 19.

As stated by the No Free Lunch theorem (Wolpert & Macready, 1997), no method is better than any other method 
when averaged across all problems, so there is no possibility to find a “best” method in general. However, for a 
particular class of problems it is possible to find better or worse suited algorithms from different points of view. 
In all of our examples, ADVI yields biased uncertainty results, but provides an accurate mean velocity map and is 
the most computationally efficient method. The first component of BVI can be regarded as equivalent to ADVI, 
and so establishes an estimate of the mean. BVI then introduces additional components to better approximate 
uncertainty in the true posterior distribution, trading off with a higher computational cost. In addition, BVI is 
parametric which allows an arbitrary number of samples to be generated essentially for free post optimisation, 
whereas this is far more expensive for sampling based methods (SVGD and sSVGD).

One possible improvement for BVI is to use Gaussian components with a full covariance matrix, but this 
can be computationally cumbersome for high-dimensional problems such as FWI, as it requires D(D  +  1)/2 
hyper-parameters for a D-dimensional covariance matrix. Considering that only a few pairs of variables may 
exhibit significant posterior correlations (e.g., neighboring cells), a feasible approach is to approximate the full 
covariance matrix using a low-rank plus diagonal approach (Miller et al., 2017).

Normalizing flows are another variational method which can effectively model posterior correlations between 
different parameters (Dinh et  al.,  2015,  2017; Kingma et  al.,  2016; Papamakarios et  al.,  2017). It has been 
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demonstrated that normalizing flows outperform ADVI (X. Zhao et al., 2021), making them a promising choice 
for improving BVI. By using probability distributions modeled by normalizing flows as the component distribu-
tions in BVI, we might capture posterior correlations and create model that enhances the capabilities of existing 
normalizing flows while reducing the complexity for designing flows structures, albeit at the expense of greedy 
optimisation (Giaquinto & Banerjee, 2020).

Gaussian processes (GP) form another class of methods that use Gaussian distributions to approximate the prob-
ability distribution of model parameters. GP is a form of stochastic process, and can be regarded as a way to 
define a Gaussian distribution over functions (e.g., to define Gaussian distributions for velocity values at every 
subsurface location). It is commonly used as a non-parametric regression method that predicts model parameters 
and the corresponding uncertainties within a continuous region. A. Ray and Myer (2019), A. Ray (2021), and 
Blatter et al. (2021) used GP together with a trans-dimensional McMC sampling scheme to perform inversion. 
In those works GP was used as a regression method to build a finely discretized or even spatially continuous 
(infinite-dimensional) model vector m, which can be viewed as a random sample from an infinite-dimensional 
multivariate Gaussian distribution, given parameter values at some known locations. The obtained model was 
used to calculate the synthetic data to further update the G. P. Valentine and Sambridge (2020a, 2020b) used GP 
to solve linear (or weakly non-linear) inverse problems. The inversion result can be expressed as a GP which 
represents the posterior distribution in function space. Due to the nature of GP, these works assume a Gaussian 
prior distribution for the model parameter at each location and a linear forward function (as in Valentine and 
Sambridge (2020a)). Such assumptions are not necessary for BVI as described in this paper.

Making use of the analyticity of BVI results can be challenging, but we have developed an implicit approach 
to address this issue. Our approach involves selecting one representative sample from each BVI component: 
leveraging the fact that a parametric and symmetric Gaussian distribution is used as the component distribution. 
We simply adopt the mean vector as a representative sample, allowing us to obtain tens of samples directly that 
partially represent the posterior distribution for uncertainty analysis. Considering that we also obtain a diagonal 
covariance matrix for each component, it is easily possible to incorporate the information from the covariance 
matrix into these representative samples (e.g., by selecting a number of component samples that is proportional to 
the weight of that component and combining all such samples). This would capture more detail from the posterior 
distribution and improve the effectiveness of uncertainty analysis.

In our interrogation example, we show that the optimal answer to an interrogation problem obtained using the 
representative samples is accurate and comparable to that obtained using full inversion results. This is particular 
attractive when implementing probabilistic interrogation as proposed in this paper, or when the evaluation of the 
target function is computationally expensive. For example, if our goal is to estimate CO2 saturation of a reservoir 
using FWI results, the target function might involve reservoir simulation or (non-linear) rock physics inversion 
to convert seismic velocity values into CO2 saturation. Calculating the target function for thousands of posterior 
samples could then be prohibitively expensive. In such cases, we can simply use the representative samples 
obtained from BVI components for analysis. Moreover, storing a large set of posterior samples on disk and 
loading them into memory can be extremely demanding, especially for 3D FWI problems (Lomas et al., 2023; 
X. Zhang et al., 2023), to which the use of representative samples or the fully analytic and parametric posterior 
expression from BVI results provides a practical solution, as demonstrated in Scheiter et al. (2022). Finally, it is 
important to note that obtaining these representative samples would be challenging without the analytic expres-
sion of the posterior distribution provided by BVI, which provides these samples directly.

6. Conclusion
We have presented boosting variational inference (BVI) as a powerful variational method for solving fully 
non-linear Bayesian geophysical inverse problems. BVI constructs a flexible approximating family using a 
mixture of simple component distributions, with the Gaussian distribution chosen specifically for its ease of 
optimizing and its parametric nature. The components are optimized sequentially using a greedy algorithm, 
progressively improving the accuracy of the posterior approximation as more components are added. We have 
demonstrated the effectiveness of BVI through applications to seismic travel time tomography and full waveform 
inversion (FWI). By comparing the results obtained using BVI with other variational and Monte Carlo sampling 
methods, we conclude that BVI is capable of providing efficient and accurate inversion results. One key advan-
tage of BVI is its ability to provide an analytic expression for the posterior probability distribution function, 

 21699356, 2024, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JB

027789 by E
dinburgh U

niversity L
ibrary, W

iley O
nline L

ibrary on [22/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Solid Earth

ZHAO AND CURTIS

10.1029/2023JB027789

26 of 30

which provides a low number of representative samples that partially represent the posterior uncertainty. We 
have introduced a probabilistic framework that uses these samples to solve an interrogation problem—answering 
a specific scientific question by interrogating the probabilistic inverse problem solution. The result demonstrates 
that the representative samples yield similar accuracy compared to that obtained using the full posterior distribu-
tion. This approach reduces the computation for subsequent uncertainty analysis, making it promising for large 
scale problems.

Appendix A: Derivation and Calculation for ∇ELBO
In this Appendix, we derive the gradient of ELBO[q t(m)] with respect to the weight coefficient wt in Equation 12 
and the numerical method used for its calculation.

Substitute Equation 6 into Equation 4, and this gradient term can be written as

∇𝑤𝑤𝑡𝑡
ELBO

[
𝑞𝑞𝑡𝑡(𝐦𝐦)

]
= ∇𝑤𝑤𝑡𝑡

𝔼𝔼𝑞𝑞𝑡𝑡(𝐦𝐦)

[
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) − log 𝑞𝑞𝑡𝑡(𝐦𝐦)

]

= ∇𝑞𝑞𝑡𝑡𝔼𝔼𝑞𝑞𝑡𝑡(𝐦𝐦)

[
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) − log 𝑞𝑞𝑡𝑡(𝐦𝐦)

]
∇𝑤𝑤𝑡𝑡

(
(1 −𝑤𝑤𝑡𝑡)𝑞𝑞

𝑡𝑡−1(𝐦𝐦) +𝑤𝑤𝑡𝑡𝑔𝑔𝑡𝑡(𝐦𝐦)
)

= ∫
(
log 𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜) − log 𝑞𝑞𝑡𝑡(𝐦𝐦)

)(
𝑔𝑔𝑡𝑡(𝐦𝐦) − 𝑞𝑞𝑡𝑡−1(𝐦𝐦)

)
𝑑𝑑𝐦𝐦

= 𝔼𝔼𝑔𝑔𝑡𝑡(𝐦𝐦)

[

log
𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

𝑞𝑞𝑡𝑡(𝐦𝐦)

]

− 𝔼𝔼𝑞𝑞𝑡𝑡−1(𝐦𝐦)

[

log
𝑝𝑝(𝐦𝐦, 𝐝𝐝𝑜𝑜𝑜𝑜𝑜𝑜)

𝑞𝑞𝑡𝑡(𝐦𝐦)

]

,

 (A1)

which can be estimated using Monte Carlo integration by drawing samples from gt(m) and q t−1(m). Then we 
iteratively update wt using stochastic gradient descent (Equation 12).

Data Availability Statement
Both synthetic and field data, and software used in this study are available at Edinburgh DataShare (https://
datashare.ed.ac.uk/handle/10283/8528, X. Zhao & Galetti, 2023). Software used for the variational methods as 
well as the 2D McMC can be found at PyMC3 website (https://docs.pymc.io/en/v3/, Salvatier et al., 2016). Soft-
ware used to perform Automatic Differentiation can be found at PyTorch website (https://pytorch.org/, Paszke 
et al., 2019).
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